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ABSTRACT
Many Click-Through Rate (CTR) prediction works focused on de-
signing advanced architectures to model complex feature inter-
actions but neglected the importance of feature representation
learning, e.g., adopting a plain embedding layer for each feature,
which results in sub-optimal feature representations and thus in-
ferior CTR prediction performance. For instance, low frequency
features, which account for the majority of features in many CTR
tasks, are less considered in standard supervised learning settings,
leading to sub-optimal feature representations. In this paper, we
introduce self-supervised learning to produce high-quality feature
representations directly and propose a model-agnostic Contrastive
Learning for CTR (CL4CTR) framework consisting of three self-
supervised learning signals to regularize the feature representation
learning: contrastive loss, feature alignment, and field uniformity.
The contrastive module first constructs positive feature pairs by
data augmentation and then minimizes the distance between the
representations of each positive feature pair by the contrastive
loss. The feature alignment constraint forces the representations of
features from the same field to be close, and the field uniformity con-
straint forces the representations of features from different fields to
be distant. Extensive experiments verify that CL4CTR achieves the
best performance on four datasets and has excellent effectiveness
and compatibility with various representative baselines.
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1 INTRODUCTION
CTR prediction [7, 43], aiming to predict the probability of a given
item being clicked, has been widely used in many applications,
e.g., recommender systems [4] and computational advertising [18].
Recently, many methods [1, 33] achieved huge success by modeling
complex feature interactions (FI). Following recent works [8, 13, 33],
we categorize CTR prediction methods into two types: (1) tradi-
tional methods, such as logistic regression (LR) [27] and FM-based
models [10, 26], can only model low-order feature interactions;
and (2) deep-learning based methods, such as xDeepFM [17] and
DCN-V2 [35], can further enhance the accuracy of CTR prediction
by capturing high-order FI. In addition, many novel architectures
(e.g., self-attention [16, 28], CIN [17], PIN [25]) have been proposed
and widely deployed to capture sophisticated arbitrary-order FI.

Although successful in performance, many existing CTR pre-
diction methods suffer from an inherent problem: high frequency
features have higher chances to be trained than low frequency fea-
tures, causing the representations of low frequency features to be
sub-optimal. In Figure 1, we present the feature cumulative distribu-
tions of Frappe and ML-tag datasets. We can observe a clear “long
tail” distribution of feature frequencies, e.g., bottom 80% of features
appeared only 38 times or less in the ML-tag dataset. Since most
CTR prediction models learn feature representations by the back-
propagation [43], the low frequency features cannot be sufficiently
trained due to less appearance, resulting in sub-optimal feature
representations and thus sub-optimal CTR prediction performance.

Several prior works [19, 42] have also realized the importance
of feature representation learning and proposed to deploy a weight
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Figure 1: Cumulative distribution of feature frequencies. (38,
80.07%) indicates that features with feature frequencies less
than or equal to 38 times account for 80.07% of all features.

learning module (i.e., FEN [42], Dual-FEN [19]) after the embed-
ding layer which assigns weights for each feature to enhance their
representations. However, the additional weighting modules will
increase the model parameters and inference time. In addition, sim-
ilar to FI-based methods, these methods only use the supervised
learning signals to optimize feature representations from the plain
embedding layer, which is not strong enough to produce accu-
rate feature representations. Therefore, in this paper, we focus on
directly learning accurate feature representations from the embed-
ding layer without introducing additional weighting mechanisms,
which is model-agnostic and has not been extensively studied.

In this paper, we seek to utilize self-supervised learning (SSL)
to address the above issue, in which we design self-supervised
learning signals as constraints to regularize the learned feature
representations during the training process. As shown in Figure 2,
we propose a novel framework called Contrastive Learning for
Click Through Rate Prediction (CL4CTR), which consists of three
key modules: CTR prediction model, contrastive module, and align-
ment&uniformity constraints. In detail, the CTR prediction model
aims to predict the probability of items being clicked by a user,
which can be replacedwithmost existing CTRmodels in the CL4CTR
framework. In the contrastive module, we design three key compo-
nents: (1) a data augmentation unit aiming to generate two different
views for the output embedding as positive training pairs, which
includes three different permutation approaches: random mask,
feature mask, and dimension mask; (2) a feature interaction en-
coder aiming to learn compact FI representations based on the
perturbed embeddings from the data augmentation unit; and (3) a
task-oriented contrastive loss, which is designed to minimize the
distance between the positive training pairs. In addition, we intro-
duce two constraints: feature alignment and field uniformity, to
facilitate contrastive learning. Feature alignment forces the repre-
sentations of features from the same field to be as close as possible,
and field uniformity forces the representations of features from
different fields to be as distant as possible.

Our major contributions are summarized as follows:
• We propose a model-agnostic contrastive learning frame-
work – CL4CTR, which can directly improve the quality of
feature representations in an end-to-end manner.

• Considering the unique characteristics of CTR prediction
tasks, we design three self-supervised learning signals: con-
trastive loss, feature alignment constraint and field unifor-
mity constraint to improve contrastive learning performance.

• Extensive experiments on four datasets demonstrate that
simply applying CL4CTR into FM [26] can outperform state-
of-the-art methods. More importantly, CL4CTR shows high
compatibility with existing methods, i.e., it can generally
improve the performance of many representative baselines.

2 RELATEDWORK
2.1 Deep CTR Prediction
According to the main focuses, recent CTR prediction works can be
divided into two categories: FI-based methods [35, 43] and user in-
terests modeling based methods [24]. Since our CL4CTR framework
can be generally applied in FI-based models, we briefly summarize
the FI-based works in this section. Most FI-based CTR prediction
methods follow the common design paradigm: embedding layer,
FI layer, and prediction layer. Some classical methods can only
model fixed-order or low-order feature interactions. For instance,
FM-based methods [14, 19, 26] model all pairwise interactions by
using factorized parameters. Due to the importance of FI in the
CTR prediction, many works focus on how to design novel struc-
tures for the FI layer to capture more informative and complicated
feature interactions. Wide&Deep (WDL) [4] jointly trains the wide
linear unit and Deep Neural Network (DNN) to combine memo-
rization and generalization. DeepFM [7] comprises DNN and FM,
and xDeepFM [17] additional proposes Compressed Interaction
Network (CIN) based DeepFM to model high-order feature inter-
action explicitly. DCN [34] and DCN-V2 [35] explicitly and auto-
matically use a cross-vector/cross-matrix network to improve the
accuracy and efficiency of the DNN model. Furthermore, attention
mechanism is one of the most effective structure to improve the
performance and has been widely adopted for different purposes,
e.g., AFM [39], Autoint [28], InterCTR [16], DCAP [3].

Notably, some works [13, 19, 42] attempt to improve the perfor-
mance of CTR prediction by assigning different weights for features,
in which they deploy a weight learning module to adjust the impor-
tance of feature representations after the embedding layer. However,
these additional weighting modules may increase the model pa-
rameters and inference time. More importantly, these works only
learn feature representations from a plain embedding layer, which
is not strong enough to produce accurate feature representations
as demonstrated in our experiments. The proposed CL4CTR can
directly improve the quality of feature representations without
requiring any additional modules after the embedding layer.

2.2 Self-supervised Learning
Recently, self-supervised learning has achieved remarkable success
in learning powerful representations in many machine learning
tasks [2, 6, 9, 15, 31, 40]. Contrastive Learning is one of the main-
stream methods in SSL, which learns representations by attract-
ing the positive sample pairs and repulsing the negative sample
pairs [8]. Wang and Isola [36] identify two key properties related to
the success of contrastive learning, i.e., alignment and uniformity.
Alignment favors encoders that assign similar features to similar
samples. Uniformity prefers a feature distribution that preserves
maximal information.

In CTR prediction tasks, contrastive learning has not been exten-
sively studied. Guo et al. [8] focus on sequential-based CTR tasks,
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which apply interest-level contrastive losses to enhance feature
embeddings. Pan et al. [23] propose an auxiliary AQCL loss that
automatically leverages instance-instance similarity and instance-
cluster similarity to regularize feature representations under the
cold-start scenarios. Unlike them, our CL4CTR focuses on FI-based
CTR prediction models, which can enhance the quality of feature
representations by designing three SSL signals: contrastive loss,
feature alignment constraint, and field uniformity constraint.

3 THE CL4CTR FRAMEWORK
3.1 CTR Prediction
CTR prediction is a binary classification task [23, 33]. Suppose a
dataset for training CTR prediction model contains 𝑁 instances
(x, 𝑦), where 𝑦 ∈ {0, 1} (click or not) is the true label indicating
user’s click behaviors. Input instance x is usually multi-field tabular
data record [8, 20], which contains 𝐹 different fields and𝑀 features,
as shown in Table 1. Recently, as shown in Figure 2(a), many CTR
prediction models follow the common design paradigm [33, 37]:
embedding layer, FI layer, and prediction layer.

Embedding layer. Generally, each input instance x𝑖 is a sparse
high-dimensional vector represented by a one-hot vector [18, 33].
And embedding layer transforms the sparse high-dimensional fea-
tures x𝑖 into a dense low-dimensional embedding matrix E =

[e1; e2; ...; e𝐹 ] ∈ R𝐹×𝐷 , where 𝐷 is the dimension size. Addition-
ally, we use E = [E1,E2, ...,E𝐹 ] ∈ R𝑀×𝐷 to represent all feature
representations, where E𝑓 is the subset representation of the 𝑓 -th
field 𝑓 ∈ {1, 2, ..., 𝐹 }. |E𝑓 | is the number of features belonging to
field 𝑓 , and𝑀 =

∑𝐹
𝑓 =1

|E𝑓 |.
Feature interaction layer. The FI layer usually contains vari-

ous types of interaction operations to capture arbitrary-order fea-
ture interactions, such as MLP [4, 7], Cross Network [34], Cross
Network2 [35] and transformer layer [16, 28], etc. We refer to these
structures as feature interaction encoders, represented by 𝐹𝐼 (·).
𝐹𝐼 (·) can generate a compact feature interaction representation h𝑖
based on embedding matrix E.

Prediction layer. Finally, a prediction layer (usually a linear
regression or MLPmodule) produces the final prediction probability
𝜎 (𝑦𝑖 ) ∈ [0, 1] based on the compact representations h𝑖 from the FI
layer, where 𝜎 (𝑥) = 1/(1 + exp(−𝑥)) is the sigmoid function.

Finally, with the predicted label 𝑦𝑖 and the true label 𝑦𝑖 , the
commonly adopted loss function of CTR models is as follows:
L𝑐𝑡𝑟 = − 1

𝑁

∑𝑁
𝑖=1 (𝑦𝑖 log (𝜎 (𝑦𝑖 )) + (1 − 𝑦𝑖 ) log (1 − 𝜎 (𝑦𝑖 ))) . (1)

Contrastive learning. As shown in Figure 2, in addition to the
above components, we propose three contrastive learning signals:
contrastive loss, feature alignment constraint and field uniformity
constraint on top of the embedding layer to regularize the represen-
tation learning. Since these signals are not necessary during model
inference, our method will not increase the inference time and the
parameters of the underlying CTR prediction models.

3.2 Contrastive Module
Inspired by the success of SSL, we seek to deploy contrastive learn-
ing in the CTR prediction tasks to generate high-quality feature
representations. As illustrated in Figure 2(b), the contrastive module
consists of three major components: a data augmentation unit, a FI

Table 1: An example of multi-field tabular data for CTR pre-
diction. Each row represents an input instance and each col-
umn indicates a field.Moreover, each field containsmultiple
features, but each feature only belongs to one field.

user_id item_id gender city daytime ... click
25c83c98 c5c50484 female 5 1 ... 0
7e0ccccf 0b153874 male 10 5 ... 1
de7995b8 e51ddf94 male 32 6 ... 1
1f89b562 f0cf0024 female 4 2 ... 1
1f89b562 a3397841 female 4 8 ... 0

encoder, and a contrastive loss function. In the data augmentation
unit, we propose three different task-oriented posterior embedding
augmentation techniques to generate positive training pairs, i.e.,
two different views of each feature embedding. Then we feed the
two perturbed embeddings to the same FI encoder to generate two
compressed feature representations. Finally, the contrastive loss
is applied to minimize the distance between the two compressed
feature representations.

3.2.1 Data Augmentation via Output Perturbation. Data augmen-
tation has shown great potential in improving the performance of
feature representations in SSL [41]. Different and well-designed
augmentation approaches have been proposed and used to con-
struct different views of the same input instance. For example, in
the scenarios of sequential recommendation, three widely used
augmentation methods are item masking, reordering, and crop-
ping [41]. However, these methods are designed to augment behav-
ior sequences and are not appropriately deployed in FI-based CTR
prediction models. Hence, we firstly propose three task-oriented
augmentation approaches, which aim to perturb feature embed-
dings for FI-based models. As shown in Figure 2(d), we use the
function Ê = g(E) to represent data augmentation process.

RandomMask. Firstly, we introduce the random mask method,
which is analogous to Dropout [11]. This method randomly masks
some elements in initial embedding E with a certain probability p.
The random mask is generated as follows:

Ê = g𝑟 (E) = E · I, I ∼ Bernoulli(𝑝) ∈ E𝐹×𝐷 . (2)
Bernoulli(·) is the Bernoulli distribution, and I is a matrix of
Bernoulli random variables each of which has probability 𝑝 of
being 1.

Feature Mask.Motivated by prior works [18, 28], we propose
to mask the feature information in the initial embedding, where
the feature mask can be generated as follows:

Ê = g𝑓 (E) = [ê1; ê2; ...; ê𝐹 ], ê𝑓 =

{
e𝑓 , 𝑡 ∉ T
[mask], 𝑡 ∈ T

, (3)

where we set a proportion 𝑝 of features T = (𝑡1, 𝑡2, ..., 𝑡𝐿𝐹 ) with the
length 𝐿𝐹 = ⌊𝑝 ∗ 𝐹 ⌋. 𝑡𝑓 is the index of feature in E. If one feature
is masked, then the representation of this feature will be replaced
with [mask], which is a zero vector.

DimensionMask.The dimensions of feature representations af-
fect the effectiveness of deep learning models. Inspired by FED [44],
which attempts to improve prediction performance by capturing
dimension relations, we propose to perturb the initial embedding
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Figure 2: Architecture of theCL4CTR framework. CL4CTR including three components: (a) a basic CTRmodel; (b) a contrastive
module; (c) alignment & uniformity constraints. In contrastive module, we design (d) three embedding perturbation methods.

by replacing specific proportions of dimensional information of
feature representations, which can be described as follows:

Ê = g𝑑 (E) = [𝑑e1;𝑑e2; ...;𝑑e𝐹 ], 𝑑 ∼ Bernoulli(𝑝) ∈ R𝐷 , (4)

where 𝑑 is a vector of Bernoulli random variables, each of which
has a probability 𝑝 of being 1.

During the training process, we select one of the above mask
methods to generate two perturbed embedding Ê1 and Ê2, where
Ê1 = g(E) and Ê2 = g(E) in Figure 2(b). More analyses about the
effectiveness of different mask methods are showed in Section 4.3.

3.2.2 Feature Interaction Encoder. We utilize a shared FI encoder
to extract feature interaction information from the two perturbed
embeddings Ê1 and Ê2 as follows:

ℎ1 = 𝐹𝐼𝑐𝑙 (Ê1), ℎ2 = 𝐹𝐼𝑐𝑙 (Ê2) . (5)

𝐹𝐼𝑐𝑙 (·) represents FI encoder function, and ℎ1, ℎ2 are two com-
pressed representations generated from two perturbed embeddings.

Notably, any FI encoder can be deployed in our CL4CTR, such
as cross-network [35], self-attention [28], and bi-interaction [10],
as described in Section 3.1. Specifically, we select the Transformer
layer [30] as our primary FI encoder, which is widely used to extract
vector-level relationships between features [3, 28, 40].

Additionally, we find that the dimensions of compressed rep-
resentations (ℎ1, ℎ2) generated by some FI encoders (e.g., cross
network [35], PIN [25]) could be huge, e.g., over thousands when
field F is large, which produce adversely impacts on the training
stability. Hence, we utilize a projection function to reduce the di-
mensions of representations from FI encoder to D as follows:

ℎ̂1 = 𝑝1 (ℎ1), ℎ̂2 = 𝑝2 (ℎ2). (6)

The projection function 𝑝 (·) is a single layer MLP.

3.2.3 Contrastive Loss Function. Finally, a contrastive loss function
is applied to minimize the expected distance between the above
two perturbed representations as follows:

L𝑐𝑙 =
1
𝐵

∑𝐵
𝑖=1

ℎ̂𝑖,1 − ℎ̂𝑖,2

2
2
. (7)

B is the batch size and | | · | |22 denotes the ℓ2 distance.

3.3 Feature Alignment and Field Uniformity
To ensure low frequency features and high-frequency features be
trained equally, a naive way is to increase the frequency of low
frequency features or reduce the frequency of high-frequency fea-
tures during training. Inspired by previous works [32, 36] in other
areas (CV, NLP), which can achieve similar goal by introducing two
critical properties, named the alignment and uniformity constraints,
but they need to construct positive and negative sample pairs to
optimize the two constraints. In CTR prediction tasks, we find that
features in the same field are analogous to positive sample pairs,
and features of different fields are analogous to negative sample
pairs. Thus, we propose two new properties for contrastive learning
in CTR prediction, named feature alignment and field uniformity,
which can regularize feature representations during training pro-
cess. Specifically, feature alignment pulls the representations of
features from the same field to be as close as possible. In contrast,
field uniformity pushes representations of features from different
fields to be as distant as possible.

3.3.1 Feature Alignment. Firstly, we introduce the feature align-
ment constraint, which aims to minimize the distance between
features from the same field. Intuitively, by adding a feature align-
ment constraint, the representations of features in the same field
should be more closely distributed in the low-dimensional space.
Formally, the loss function of feature alignment is as follows:

L𝑎 =

𝐹∑︁
𝑓 =1

∑︁
ei,ej∈E𝑓

∥ei − ej∥22, (8)

where ei and ej are two features from the same field, and E𝑓 is the
subset features of field 𝑓 .

3.3.2 Field Uniformity. The relationships among different fields
have not been extensively studied in existing CTR prediction meth-
ods. For instance, FFM [14] learns field-aware representation for
each feature, and NON [20] extracts intra-field information, but
their techniques cannot be directly applied in contrastive learning.
Differently, we introduce field uniformity to optimize feature repre-
sentation directly, which minimizes the similarity between features
belonging to different fields. The loss function of field uniformity
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Table 2: Dataset statistics.

Datasets Positive #Training #Validation #Test #Features #Fields
Frappe 33% 202K 58K 29K 5K 10
ML-tag 33% 1,404K 401K 201K 90K 3
ML-1M 57.5% 800K 100K 100K 10K 5

SafeDriver 3.64% 476K 59K 59K 600 57

is formally defined as follows:

L𝑢 =
∑︁

ei∈E𝑓

1<=𝑓 <=𝐹

∑︁
ej∈(E−E𝑓 )

𝑠𝑖𝑚(ei, ej). (9)

Similar to the other approaches [41, 46], we use cosine similarity to
regularize negative sample pairs, i.e., 𝑠𝑖𝑚(ei, ej) = ei

𝑇 ej/∥ei∥∥ej∥.
Other similarity functions can also be used here. E − E𝑓 contains
all features except those from field 𝑓 .

In both feature alignment and field uniformity constraints, we
find that low frequency features and high frequency features have
equal chances to be considered. Therefore, the suboptimal repre-
sentation issue for low frequency features can be largely alleviated
when the two constraints are introduced during training.

3.4 Multi-task Training
To integrate the CL4CTR framework into the scenarios of CTR pre-
diction, we adopt a multi-task training strategy to jointly optimize
these three auxiliary SSL losses and the original CTR prediction
loss in an end-to-end manner. Thus the final objective function can
be formulated as follows:

L𝑡𝑜𝑡𝑎𝑙 = L𝑐𝑡𝑟 + 𝛼 · L𝑐𝑙 + 𝛽 · (L𝑎 + L𝑢 ), (10)

where 𝛼 and 𝛽 are the hyper-parameters to control the strengths
of contrastive loss and feature alignment and field uniformity loss.

4 EXPERIMENTS
4.1 Experimental Setup
4.1.1 Datasets. We evaluate CL4CTR on four popular datasets:
Frappe1 [10], ML-tag2 [10], SafeDriver3 [12] and ML-1M4 [3].
The statistics of the four datasets are presented in Table 2. NFM [10]
and AFM [39] have strictly split Frappe and ML-tag to training,
validation, and testing by 7:2:1, and we directly follow their settings.
For SafeDriver and ML-1M, following [12] and [3], we randomly
split the instances by 8:1:1. Detailed descriptions of those datasets
can be found in the links or references.

4.1.2 ComparedMethods. To evaluate the proposed CL4CTR frame-
work, we compare its performance with four classes of represen-
tative CTR methods [21]. 1) First-order method that is a weighted
sum of raw features, including LR; 2) FM-based methods that con-
sider second-order FI, including FM [26], FwFM [22], IFM [42],
and FmFM [29]; 3) Approaches that model higher-order FI, in-
cluding CrossNet [34], IPNN [25], OPNN [25], FINT [45], and

1https://www.baltrunas.info/context-aware/frappe
2https://grouplens.org/datasets/movielens/
3https://www.kaggle.com/c/porto-seguro-safe-driver-prediction
4https://grouplens.org/datasets/movielens/1m/

DCAP [3]; 4) Ensemble methods or multi-tower structures, in-
cluding WDL [4], DCN [34], DeepFM [7], xDeepFM [17], FiBi-
NET [13], AutoInt+ [28], AFN+ [5], TFNET [38], FED [44], and
DCN-V2 [35]. The proposed CL4CTR framework is model-agnostic.
For simplicity, a base model M equipped with CL4CTR is repre-
sented as𝐶𝐿4𝐶𝑇𝑅M . We choose FM [26] as the basic model to verify
the effectiveness of CL4CTR, which only models second-order FI
and has no additional parameters except for feature representations.
Therefore, the performance boost of 𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 directly re-
flects the quality of the feature representations. CL4CTR only
helps the base CTR models training and does not add any operation
or parameter to the inference process.

4.1.3 Evaluation Metrics. To evaluate the performance of all meth-
ods, we adopt the commonly-used AUC (Area Under ROC) and
Logloss (cross entropy) as the metrics. Notably, a slightly higher
AUC or a lower Logloss at 0.001-level can be considered significant
for CTR prediction [1, 13, 17, 20, 35].

4.1.4 Implementation Details. For fair comparisons, we implement
all the models with Pytorch5 and optimize all models with Adam.
The embedding size is set to 64 for Frappe and ML-tag and 20 for
ML-1M and SafeDriver, respectively. Meanwhile, the batch size is
fixed to 1024. the learning rate is 0.01 for SafeDriver and 0.001 for
other datasets. As for the models including DNN in the prediction
layer, we adopt the same structure {400,400,400,1}. All the activa-
tion functions are ReLU, and the dropout rate is 0.5. We perform
early stopping according to AUC on the validation set to avoid
overfitting. We also implement the Reduce-LR-On-Plateau sched-
uler to reduce the learning rate by a factor of 10 when the given
metric stops improving within four continuous epochs. Each ex-
periment is repeated 5 times, and the average results are reported.
In CL4CTR, 𝐹𝐼𝑐𝑙 (·) adopts three transformer layers. And we use
hyper-parameters: 𝛼=1, 𝛽=0.01 in the final loss function.

4.2 Overall Comparison
In this section, we compare the performances of 𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 with
the state-of-the-art (SOTA) CTR prediction models. Table 3 shows
the experimental results of all compared models over four datasets.

It can be observed that LR and FM achieve the worst perfor-
mance compared with other baselines, which indicates that shallow
models are insufficient for CTR prediction. Other FM-based mod-
els improve FM by introducing field importance mechanism (e.g.,
FwFM [22] and IFM [42]) or deploying a novel field-pair matrix
approach (e.g., FmFM [29]). Generally, deep-learning based models
(e.g., DeepFM [7], DCN [34], DCN-V2 [35]), which combine high-
order feature interactions with well-designed feature interaction
structures, achieve better performance than FM.

𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 consistently performs better than all baselines on all
datasets. Furthermore, 𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 significantly outperforms the
strongest baseline DCN-V2 [35] by 0.13%, 0.11%, 0.39% and 0.67% in
terms of AUC (16.10%, 8.41%, 0.64% and 1.46% in terms of Logloss) on
Frappe, ML-tag, ML-1M, and SafeDriver respectively. Additionally,
we find that the improvements on Logloss are more remarkable
than those on AUC, indicating that CL4CTR enables us to predict
the true click probability effectively. Meanwhile,𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 shows

5The code of CL4CTR is available here: https://github.com/cl4ctr/cl4ctr

https://www.kaggle.com/c/porto-seguro-safe-driver-prediction
 https://github.com/cl4ctr/cl4ctr
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Table 3: Overall accuracy comparison in the four datasets. Δ𝐴𝑈𝐶 and Δ𝐿𝑜𝑔𝑙𝑜𝑠𝑠 indicate averaged performance boost compared
with DCN-V2. RelaImp denotes the relative improvements compared with the strongest baseline. Bold scores are the best per-
formance, while underlined scores are the second best. Improvements over baselines are statistically significant with p<0.01.

Model
Class

Datasets Frappe ML-tag ML-1M SafeDriver Δ𝐴𝑈𝐶
↑

Δ𝐿𝑜𝑔𝑙𝑜𝑠𝑠
↓Model AUC Logloss AUC Logloss AUC Logloss AUC Logloss

First-order LR 0.9331 0.2894 0.9348 0.2960 0.7899 0.5417 0.6244 0.1622 -3.35% 0.0572

Second-Order

FM 0.9746 0.1856 0.9488 0.2595 0.8023 0.5332 0.6301 0.1538 -1.22% 0.0179
FwFM 0.9756 0.1784 0.9582 0.2531 0.8046 0.5281 0.6335 0.1532 -0.74% 0.0131
IFM 0.9771 0.1581 0.9515 0.2497 0.8080 0.5286 0.6353 0.1526 -0.70% 0.0071
FmFM 0.9801 0.1682 0.9552 0.2493 0.8093 0.5264 0.6378 0.1518 -0.39% 0.0088

High-Order

CrossNet 0.9800 0.1658 0.9549 0.2480 0.8114 0.5218 0.6336 0.1517 -0.50% 0.0067
IPNN 0.9809 0.1604 0.9607 0.2295 0.8110 0.5190 0.6373 0.1521 -0.19% 0.0001
OPNN 0.9799 0.1683 0.9599 0.2421 0.8112 0.5185 0.6375 0.1519 -0.22% 0.0051
FINT 0.9807 0.1578 0.9557 0.2430 0.8123 0.5192 0.6349 0.1522 -0.38% 0.0029
DCAP 0.9801 0.1612 0.9560 0.2428 0.8130 0.5171 0.6390 0.1512 -0.20% 0.0030

Ensemble

WDL 0.9770 0.1783 0.9599 0.2660 0.8093 0.5226 0.6353 0.1525 -0.44% 0.0110
DCN 0.9788 0.1621 0.9550 0.2472 0.8125 0.5175 0.6379 0.1514 -0.32% 0.0044

DeepFM 0.9780 0.1732 0.9586 0.2551 0.8061 0.5259 0.6318 0.1529 -0.69% 0.0117
xDeepFM 0.9799 0.1750 0.9604 0.2472 0.8082 0.5244 0.6403 0.1515 -0.19% 0.0094
FiBiNET 0.9793 0.1707 0.9548 0.2532 0.8032 0.5313 0.6391 0.1505 -0.56% 0.0113
AutoInt+ 0.9783 0.1762 0.9535 0.2562 0.8099 0.5219 0.6310 0.1516 -0.73% 0.0114
AFN+ 0.9786 0.1637 0.9561 0.2468 0.8041 0.5304 0.6374 0.1517 -0.58% 0.0080
TFNet 0.9798 0.1708 0.9527 0.2551 0.8099 0.5212 0.6387 0.1533 -0.41% 0.0100
FED 0.9791 0.1606 0.9557 0.2465 0.8128 0.5184 0.6369 0.1534 -0.33% 0.0046

DCN-V2 0.9803 0.1595 0.9610 0.2330 0.8132 0.5169 0.6406 0.1510 - -

Ours 𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 0.9822 0.1324 0.9621 0.2102 0.8164 0.5136 0.6449 0.1483 0.34% -0.0140
RelaImp 0.13% 16.10% 0.11% 8.41% 0.39% 0.64% 0.67% 1.46% - -

strong generalization ability on all datasets, where Table 3 shows the
averaged performance boost (ΔAUC and ΔLogloss). Notably, most
SOTA CTR prediction models design complex networks to produce
advanced feature representations and useful feature interactions to
improve the performance. However, our CL4CTR only helps FM to
learn accurate feature representations from the embedding layer
with contrastive learning instead of introducing extra modules.
The improvement of our CL4CTR verifies the necessity of learning
accurate feature representations in CTR prediction tasks.

4.3 Ablation Study
4.3.1 Compatibility Analysis. To verify the compatibility of CL4CTR,
we deploy it into other SOTA models, such as DeepFM [7], Au-
toint+ [28], and DCN-V2 [35]. The results are shown in Table 4.

Firstly, learning feature representation with CL4CTR can signifi-
cantly improve the performance of CTR prediction. Applied with
CL4CTR, the performance of base models is remarkably boosted,
which confirms our hypothesis of improving the performance of
CTR prediction models by improving the quality of the feature
representations and demonstrates the effectiveness of CL4CTR. In
addition, the experimental results show that learning high-quality
feature representations is at least as important as designing ad-
vanced FI techniques. Modeling complex feature interactions can
improve the performance of CTR models when these models lever-
age supervised signal for training, which explains why FI-based
models outperform FM. However, after introducing self-supervised
signals into CTR models for learning high-quality feature repre-
sentations, FM can achieve the best performance compared with
other models deployed with CL4CTR. The possible reason is that

Table 4: Compatibility study of CL4CTR.

Model Frappe ML-1M SafeDriver
AUC Logloss AUC Logloss AUC Logloss

FM 0.9746 0.1856 0.8023 0.5332 0.6244 0.1622
𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 0.9822 0.1324 0.8164 0.5136 0.6449 0.1483

FwFM 0.9756 0.1784 0.8046 0.5281 0.6335 0.1532
𝐶𝐿4𝐶𝑇𝑅𝐹𝑤𝐹𝑀 0.9815 0.1532 0.8118 0.5192 0.6421 0.1487

DeepFM 0.9780 0.1732 0.8061 0.5259 0.6318 0.1529
𝐶𝐿4𝐶𝑇𝑅𝐷𝑒𝑒𝑝𝐹𝑀 0.9813 0.1677 0.8113 0.5194 0.6381 0.1504

Autoint+ 0.9783 0.1762 0.8099 0.5219 0.6310 0.1516
𝐶𝐿4𝐶𝑇𝑅𝐴𝑢𝑡𝑜𝑖𝑛𝑡+ 0.9802 0.1684 0.8122 0.5174 0.6402 0.1506

DCN 0.9788 0.1621 0.8125 0.5170 0.6379 0.1514
𝐶𝐿4𝐶𝑇𝑅𝐷𝐶𝑁 0.9808 0.1566 0.8164 0.5125 0.6415 0.1494

DCN-V2 0.9803 0.1595 0.8132 0.5169 0.6406 0.1510
𝐶𝐿4𝐶𝑇𝑅𝐷𝐶𝑁−𝑉 2 0.9812 0.1549 0.8144 0.5153 0.6411 0.1497

both supervised and self-supervised learning are directly and only
optimizing the parameters in feature representations in FM without
disturbing by other parameters.

4.3.2 Data Augmentation Approaches. To verify the effectiveness
of our proposed data augmentation methods, we change the aug-
mentation methods in the contrastive module and fix other settings
for a fair comparison. Furthermore, we select different baseline mod-
els and deploy CL4CTR into them to compare their performance
under this setting. Table 5 shows the experimental results.

The randommask method achieves the best performance in most
cases. We think the random mask is more moderated than feature
mask and dimension mask because it omits element information.
Additionally, the FwFM model achieves the best performance with
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Table 5: Impact of data augmentation methods.

Base
model Variants Frappe SafeDriver

AUC Logloss AUC Logloss

FM

Base 0.9746 0.1856 0.6244 0.1622
Random 0.9822 0.1324 0.6449 0.1483
Feature 0.9814 0.1328 0.6303 0.1539

Dimension 0.9816 0.1334 0.6404 0.1505

FwFM

Base 0.9756 0.1784 0.6335 0.1532
Random 0.9815 0.1532 0.6421 0.1487
Feature 0.9822 0.1513 0.6384 0.1483

Dimension 0.9811 0.1465 0.6455 0.1508

DeepFM

Base 0.9780 0.1817 0.6318 0.1529
Random 0.9813 0.1677 0.6381 0.1504
Feature 0.9798 0.1750 0.6341 0.1522

Dimension 0.9804 0.1697 0.6353 0.1514

DCN

Base 0.9788 0.1611 0.6379 0.1514
Random 0.9808 0.1566 0.6415 0.1494
Feature 0.9804 0.1601 0.6409 0.1508

Dimension 0.9803 0.1573 0.6411 0.1504

Table 6: Impact of different FI encoder 𝐹𝐼𝑐𝑙 (·).
Base
model

FI
Encoder

Frappe ML-1M
AUC Logloss AUC Logloss

FM

Base 0.9746 0.1856 0.8023 0.5332
DNN 0.9804 0.1404 0.8177 0.5123

Transformer 0.9822 0.1324 0.8164 0.5136
CrossNet2 0.9801 0.1438 0.8170 0.5143

FwFM

Base 0.9756 0.1784 0.8046 0.5281
DNN 0.9809 0.1504 0.8064 0.5264

Transformer 0.9815 0.1532 0.8118 0.5192
CrossNet2 0.9822 0.1675 0.8102 0.5231

DeepFM

Base 0.9780 0.1732 0.8061 0.5259
DNN 0.9804 0.1710 0.8101 0.5206

Transformer 0.9813 0.1704 0.8113 0.5194
CrossNet2 0.9791 0.1719 0.8109 0.5202

DCN-V2

Base 0.9803 0.1595 0.8132 0.5169
DNN 0.9807 0.1573 0.8151 0.5144

Transformer 0.9812 0.1549 0.8144 0.5153
CrossNet2 0.9804 0.1588 0.8141 0.5155

the feature mask method on Frappe; in contrast, it achieves the
best performance with the dimension mask method on SafeDriver,
demonstrating that our proposed augmentation methods are effec-
tive and can be used in different baseline models and datasets.

4.3.3 FI Encoder. In the contrastive module, the FI encoder also af-
fects the performance of CL4CTR, as different structures of the FI en-
coder extract different information. For instance, transformer layer
can model high-order feature interactions in feature-level [3, 28]
explicitly, however, CrossNet2 [35] focuses on modelling bounded-
degree feature interactions in element-level explicitly. DNN is a
common and widely used structure in most CTR models for model-
ing bit-level feature relationships implicitly. We select the above
three representative structures as FI encoders and verify their per-
formance. Notably, we adopt three layers structure as reported in
their paper. Table 6 shows the experimental results.

It can be observed that CL4CTR can consistently improve the
performance of these baseline models with different FI encoders. In
addition, since different FI encoders extract different information
based on specific base models and datasets, the performance of
thesemodels is different. However, CL4CTRwith transformer layers

Table 7: Impact of SSL signals in the loss function.

Model Loss Function Frappe ML-1M
AUC Logloss AUC Logloss

FM

L𝑐𝑡𝑟 0.9746 0.1856 0.8023 0.5332
+ L𝑐𝑙 0.9794 0.1485 0.8102 0.5230

+ (L𝑎 + L𝑢 ) 0.9812 0.1455 0.8139 0.5175
+ L𝑐𝑙 + (L𝑎 + L𝑢 ) 0.9822 0.1324 0.8164 0.5136

FwFM

L𝑐𝑡𝑟 0.9756 0.1784 0.8046 0.5281
+ L𝑐𝑙 0.9785 0.1553 0.8109 0.5229

+ (L𝑎 + L𝑢 ) 0.9812 0.1536 0.8098 0.5252
+ L𝑐𝑙 + (L𝑎 + L𝑢 ) 0.9815 0.1532 0.8118 0.5192

DeepFM

L𝑐𝑡𝑟 0.9780 0.1817 0.8061 0.5259
+ L𝑐𝑙 0.9794 0.1701 0.8094 0.5235

+ (L𝑎 + L𝑢 ) 0.9784 0.1791 0.8103 0.5214
+ L𝑐𝑙 + (L𝑎 + L𝑢 ) 0.9813 0.1677 0.8113 0.5194

DCN

L𝑐𝑡𝑟 0.9788 0.1611 0.8125 0.5170
+ L𝑐𝑙 0.9802 0.1585 0.8138 0.5150

+ (L𝑎 + L𝑢 ) 0.9792 0.1600 0.8129 0.5188
+ L𝑐𝑙 + (L𝑎 + L𝑢 ) 0.9808 0.1566 0.8164 0.5125
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Figure 3: Improvement vs. feature frequency.

achieves the best performance in most cases since the transformer
layer is a more effective solution than others.

4.3.4 Loss Function. In this section, we evaluate the effectiveness
of self-supervised learning signals ( i.e.,L𝑐𝑙 ,L𝑎 ,L𝑢 ) by eliminating
them from CL4CTR respectively. We still regard L𝑎 and L𝑢 as a
whole part. The experimental results are shown in Table 7.

Firstly, we can find that each self-supervised learning signal de-
ployed in baseline models can improve their performance. In addi-
tion, by comparing the contrastive loss and alignment&uniformity
constraints individually, we conclude that they play different roles
in different datasets and baseline models. Specifically, FM with
L𝑎 and L𝑢 perform better than FM with L𝑐𝑙 ; in contrast, DCN
with L𝑎 and L𝑢 perform worse than DCN with L𝑐𝑙 , which veri-
fies our hypothesis. Furthermore, all experiments achieve the best
performance when L𝑐𝑙 , L𝑎 , and L𝑢 are deployed simultaneously.

Compared with individual SSL signals, we find that training with
all of them can always achieve the best performance. Furthermore,
adopting L𝑎 and L𝑢 in FM consistently outperforms adopting L𝑐𝑙

in FM on two datasets evaluated by Logloss, which indicates that
inducing feature alignment and field uniformity into CTR prediction
models enables us to predict probabilities closer to the true label.

4.4 Feature Frequency Analysis
To verify the effects of feature frequency on different models, we
divide the test set of ML-tag according to feature frequency and
calculate the corresponding Logloss, where Δ𝐿𝑜𝑔𝑙𝑜𝑠𝑠 represents
the improvement over the base FM model after applying CL4CTR.
Figure 3 shows the experimental results.
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Figure 4: Performance of 𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 w.r.t. different weights
assigned to three SSL signals: 𝛼 for L𝑐 , 𝛽 for L𝑎 and L𝑢 .

Firstly, the low frequency features adversely affect the accuracy
of the base model. Specifically, we show the performance of FM,
three SOTA models (AFN+, DeepFM, DCN-V2), and 𝐶𝐿4𝐶𝑇𝑅𝐹𝑀
in different frequency ranges. It can be observed that all models
perform the worst when the input subset contains low frequency
features. With the increasing of feature frequency, the performance
of all models improves consistently. When the feature frequency
is over 20, the performance of all models becomes stable. Figure 3
confirms our hypothesis that only using the back-propagation to
learn the representations of low frequency features with a single
supervised signal cannot achieve optimal performance.

Secondly, CL4CTR can effectively alleviate the negative effects
caused by low frequency features and keep achieving the best per-
formance among different feature frequency ranges. By applying
the alignment&uniformity constraints, we ensure the low frequency
features can be optimized in each back-propagation process with
equal chances to high frequency features. Additionally, the con-
trastive module can also improve the quality of the representations
of all features, including both low and high frequency features.

4.5 Hyper-parameter Analysis
4.5.1 Impact of the Weights in the Loss Function. We further in-
vestigate the impact of different weights (𝛼 and 𝛽 in Equation 10).
We tune both 𝛼 and 𝛽 from {1, 1e-1, 1e-2, 1e-3, 1e-4, 1e-5, 0}. We
keep other settings fixed for fair comparison. Figure 4 shows the
experimental results. Additionally, the trend of Logloss is consistent
with AUC on those two datasets.

Overall, CL4CTR achieves the best performance when 𝛼 is 1, and
𝛽 is 1e-2 for Frappe and ML-1M datasets. Specifically, the perfor-
mance of CL4CTR deteriorates when 𝛼 is less than 1. In addition,
when 𝛽 is over 1e-2 (i.e., 1 or 1e-1), the performance of CL4CTR is
significantly reduced. Meanwhile, CL4CTR performs worse with
lower 𝛼 and 𝛽 (lower right corners).

4.5.2 Mask Proportion. We change the mask proportion 𝑝 within
the range (0, 1) with a step size of 0.1. Note that the mask proportion
is only applied in L𝑐𝑙 . Figure 5 shows the results.

For models with L𝑐𝑙 , their performance shows similar trends on
Frappe and ML-1M. When the mask proportion is around 0.4 or
0.5, 𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 can achieve the best performance. Specifically, the
model performance decreases slightly when smaller mask propor-
tions (i.e., 0.1 to 0.3) are chosen. When mask proportion is over 0.5,
the model performance decreases consistently, which is because the
FI encoders only use a small percentage of information to produce
valid interaction representations for calculating contrastive loss
with higher mask proportions.
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Figure 5: Impact of random mask proportion.
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Figure 6: Impact of embedding size on FM and 𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 .

4.5.3 Embedding Size. We change the embedding size from 16 to
64 with a step of 16 in the embedding layer and show the experi-
mental results in Figure 6. It can be observed that the performance
of 𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 is improved substantially with the embedding sizes
increasing. Meanwhile, CL4CTR can improve the performance of
FM with all embedding sizes. Furthermore, compared with the em-
bedding size of 64 in FM, 𝐶𝐿4𝐶𝑇𝑅𝐹𝑀 achieves better performance
with a small size of 16. This means we can reduce the parameters
while achieving better results by applying CL4CTR on FM.

5 CONCLUSION
In this paper, we propose a novel framework named Contrastive
Learning for CTR prediction (CL4CTR), which directly improves
the quality of feature representations, especially for low frequency
features. In CL4CTR, we introduce a contrastive module to improve
the quality and generalizability of the feature representations by
fully utilizing the self-supervised signals from the features. Fur-
thermore, considering the unique characteristics of CTR prediction
tasks, we propose two constraints in contrastive learning: feature
alignment and feature uniformity, which are used to regularize
feature representations. The extensive experimental results demon-
strate the excellent effectiveness and compatibility of our proposed
CL4CTR on four public datasets.
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